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Abstract—This paper proposes a manipulation scheme based
on learning the motion of objects after being hit by a robotic
end-effector. This allows for the object to be positioned at a
desired location outside the physical workspace of the robot.
An estimate of the object dynamics under friction and collisions
is learnt and used to predict the desired hitting parameters
(speed and direction), given the initial and desired location of
the object. Based on the obtained hitting parameters, the desired
pre-impact velocity of the end-effector is generated using a
stable dynamical system. The performance of the proposed DS
is validated in simulation and and is used to learn a model for
hitting using real robot. The approach is tested on real robot
with a KUKA LBR IIWA robot.

I. INTRODUCTION

Nowadays, robots are widely used in industry for instance
in repetitive tasks such as pick and place. Usually, in such
a task, the initial and final positions of the object are within
the reach of the robot, i.e. in its workspace. Robot swift
manipulation of objects in unstructured and dynamic envi-
ronment is crucial for the industry. For instance, in logistics,
the booming of e-commerce and its related challenges have
increase the need to speed up the pace of pick-and-place
operations. In some cases, this need can be achieved by
resorting to manipulation strategies that exploit impulsive
actions (either through pushing, hitting or throwing) to move
an object to its desired position. Such a strategy not only
could speed up the process, but also will allow the object
to be placed at a desired position well beyond the robot’s
natural manipulation boundaries. Thus in this work, we
are interested in this kind of manipulation strategy, more
particularly in those which exploit an intentional impact to
impart a movement to the object in order to place it at a
desired location.

When tossing objects, many challenges need to be over-
come to ensure that the object will land at the appropriate
location. The speed and orientation at impact are crucial. A
slight offset in either of these two variables may lead the
robot to fall short from its desired location, or conversely to
land offsite. Such failure may lead to damages to the object
or the environment. If humans are to work in the vicinity,
this may lead to injuries.

Unlike pushing, where the action is continuous and can be
adjusted before the object is released, when hitting or tossing
the object, the action is instantaneous. This means that the
action must be adjusted appropriately right from the start so
that it will yield the desired displacement.

Additional challenges arise from the uncertainty linked to
the dynamics of the object in the environment. The object
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in its motion is subjected to gravity forces, frictional forces
and other aerodynamic forces such as the drag, which are
generally only known approximately. If the object’s dynamics
is known, determining the evolution of its state from a known
initial state and action is a trivial problem. However, this
work is mainly concerned by the inverse problem which
consists of determining the initial action which would cause
the evolution of the state of the object to reach the desired
position. This problem is not trivial, generally admits several
solutions and is further complicated by uncertainties associ-
ated to physical phenomena involved. Thus, to address this
problem, we will follow a machine learning-based approach,
where the mapping between the desired position of the
object and the initial angle and speed of the object’s motion
is learned and used in new situations. Thus, besides the
generation of the hitting motion using dynamical systems
(DS), we follow a two-step approach to realize hitting-based
manipulation tasks by a robot. First, we learn the appropriate
hitting parameters (initial angle and speed) of the object
given its initial and desired positions. Second, we determine
a strategy to modulate the pre-impact speed of the robot’s
end-effector to produce the desired post-impact velocity of
the object regardless of the joint configuration at hitting time.

II. RELATED WORK

Manipulation outside the physical workspace of a robot
has been an innovative and creative task that has led to
wide research on motion of the robot and various controls
associated. Combining this with robots working in a semi-
structured environment with humans leads to the issue of
safety and we discuss the work present in this scenario. A
wide variety of methods have been implemented in the areas
of mechanics, probabilistic modeling of object motion such
as [1].

A wide group of work have studied the problem of pushing
an object [2]. The studies vary from analytical modelling [3]
to data driven modelling of motion. Pushing alone is a hard
task to predict and plan and hence early approaches tried to
identify parameters such as friction on-line [4], [5]. More
recent approaches gather dataset for learning the intricacies
of pushing an object using a manipulator, covering different
shapes, material properties, pushing speed, accelerations,
contact position and direction [6] and use the dataset to
model planar pushing [7], [8] using Gaussian Processes [9].
A probabilistic technique for modeling planar sliding of non
uniform objects was shown in [10]. It focuses on comparing
the real motion to different simulated motion with different
friction and mass models and attempts to close the sim-to-
real gap.



Pushing an object however remains constrained by the
robot’s workspace. Because of quasi-static assumptions it
requires a constant application of force to move and place
the object. Tossing has been offered as a means to extend this
workspace [11]. Similar to tossing, hitting can vastly expand
the robot’s workspace and as been studied in the context of
sport such as for playing golf [12], table tennis [13], juggling
[14], football (like RoboCup) [15], and Volleyball [16]. The
above have in common the aspect of hitting a ball, spherical
in shape, and in which case the hitting is invariant to the
orientation of the object. In terms of playing table tennis and
juggling a table tennis ball, the In minigolf [12], although the
final position of the ball matters, it is not required for the ball
to stop at the position. The hitting parameters are learnt from
the correct demonstrations which do not completely learn the
motion of the golf ball.

Compared to pushing, tossing and hitting an object brings
a number of additional challenges. Quasi-static assumption is
no longer valid as neither the velocity of the end-effector nor
the object are small. Hitting requires an impulse generation
that makes it harder to predict the post impact object velocity.
[14] estimates the coefficient of restitution and the drag
coefficient to improve the process of hitting, but is bound
by symmetric hitting of a spherical ball.

We propose a system which does not assume quasi-static
motion. It uses stable DS to generate motion and produce
non zero relative contact velocity between the robot and an
object. Moreover, it models from data, the object’s motion
dynamics and predicts its post impact behaviour.

III. APPROACH

We seek to generate robot motions to impact an object such
that the post-impact state of the object reaches a desired state
within some tolerance. This section describes how we build
a probabilistic model of the object’s motion and how we
learn the hitting task parameters. We then show how we can
combine the learned models with a sequence of dynamical
systems control law. The latter offers great resilience to
change in the target and the original location of the robot.

A. Probabilistic modeling of the object motion

A physics based model capturing the motion of an object
post-impact depends on the environment conditions such as
friction, contact and impact dynamics, drag forces etc, that
are hard to model. Given the fact that the post impact be-
haviour of an object depends on the pre-impact conditions of
the environment, we create a regression model from the pre-
impact hitting conditions to post-impact sliding observations.
The pre-impact hitting conditions are direction of hitting,
and speed of the robot end-effector represented as (vec, 0)7,
initial position of the object (x;,y;), and the post-impact
observations are the final position of the object on the sliding
surface, represented as (zy,yy).

Let G be the hitting function learnt. Using (z,ys) and
(z4,y;), we calculate the desired displacement of the object
and the direction of the hit, which are the input to this
regression model. I and O represent the input and the output

of the regression model respectively. We have G(I) = O
with I = (dges,0) and O = vee.

Fig. 1: Representation of the object on the sliding plane.

B. Learning hitting task parameters

Hitting parameters are pre-impact end-effector velocity and
the direction of hitting the object.

Calculation of hitting direction is straightforward. The
object’s initial position is represented as x; = [;; ys; z;] and
the desired final position of the object is x5 = [xf;yr; 2¢).
for planar sliding, we have:

1Yf — Y% (1)

Tf — o

0 = tan

Calculation of the hitting speed is done by building a
probabilistic estimate of the relationship between the hitting
angle, speed and desired distance: Given the learned model of
the data with features (dges, 6, Vee )T, we create a regression
model which separates the features as input and output of
the regression function. This is done via Gaussian Mixture
Regression (GMR), described in VII-A. GMR is a generative
model which allows us to compute the conditional distribu-
tions of the variables at hand [17].

C. DS-based motion generation

Once we have learnt the direction and the speed of the end
effector, we need to create an autonomous hitting motion
for the robot. To generate the flow, we need the end effector
to approach the object towards the face which needs to be
hit and move in the direction of the final desired position.
This is achieved with a combination of three different linear
dynamical systems.

* Main Dynamical System (f;(x)) attracts the motion
of the system towards to the main attractor, (x7) in the
direction of the final desired position of the object. This
allows the end effector to move in the direction of hitting.
* Auxiliary Dynamical System (f2(x)) attracts the motion
of the system to a phantom attractor (x5) placed in between
the object and the robot. This allows the robot to first move
towards the side of the object which needs to be hit.

* Modulated Dynamical System attracts the system to the
line joining the object and the final desired position. This
dynamical system generates motion to keep the robot’s end
effector from moving away the desired hitting path.

They are formulated below:

fo(x) = Ro(0)A2R.(0) (x — x3)

T * (2)
filx) = R2(0)A1R.(0)" (x — x7)



fn(X) = R.(O) K R.(0)" x 1 3)

where, x| is normal vector joining .. and the line formed
by x, and xj. R, is a rotation matrix depicting rotation
around z axis, since the object is being hit in the horizontal
/ world X —Y frame.

cos(d) —sin(f) 0O
R = |sin(@) cos(d) O
0 0 1

where 0 is given by eq. (1). Ay and A; are the eigenvalue
matrices of the respective dynamical systems, which ensure
their stability (A, Ay < 0).

K,, is the modulation coefficient that allows the action
of the modulated DS when the system is close to the line
joining the object position and the main attractor.

K,, = diag(,e(*l\XHI/UQ)) 4)

The final DS is a linear combination of the dynamical sys-
tems defined above in equation (2) and (3) and renormalised
to the desired speed of the end effector.

Fx) = alx) f2(x) + (1 = a(x)fi(x) + f(x) )

- _ o
x=fnx) = 17001 d (6)

where, fp(x) is the hitting dynamical system and vg is the
desired end effector speed.

Designing the weighting function a(x): «(x) shifts the at-
tractor of f,(x) from auxiliary attractor to the main attractor,
depending on the current position of the end-effector. Fig. 2
depicts geometrically, the projections used in the calculation
of a(x).

(x) = |[proj(Xee — Xo)l|
lproj(Xee; — Xo)ll

where, X.. is the current end effector position and .., is the

initial effector position in cartesian coordinates. At the start
of the motion, a(x) = 1, which enables the end effector
to move towards the phantom attractor. As soon, as the end
effector starts moving, a(x) moves from 1 to 0, at which
point the motion is towards the main attractor.

The motion generated by the dynamical system as repre-
sented in Eq. 6 is first tested in simulation to see how it hits
the object, with different initial positions of the robot, object
and varying hitting directions.

)

D. Stability proof for the Hitting Dynamical System

To prove the stability of f(), it is sufficient to prove the
stability of g(x), where f(x) = R.(0)g(x)R.(8)T, since
this is just a rotation of the dynamical system.

9(x) = a(x)A2(x —x3) + (1 —a(x)) A2(x —x7) + Km(x1)

K, (x1) can be written as follows:

Km(x1) = Kmn(x — x3)

\

Fig. 2: Geometrical understanding of «a(x): «(x) is the
ratio of the length of vectors obtained by projecting relative
position vectors of end-effector and object in different states
before the impact on the plane with the normal as vector
joining the pre-impact object position and desired final posi-
tion.

For the sake of this proof, we denote 1 — «(x) = B(x), and
a(x) and S(x) are represented as « and f3.

a1 0 0 a1 0 0
Al = 0 ai2 0 7142 = 0 a922 0
0 0 a3 0 0 a3

kr 0 0

Kpn=10 ka2 O

0 0 ks

where, , a11, a1z, a13, az1, a2, azs, ki, k2, ks < 0.
g(x) can be written as follows:

g(x)=Lx—LL™'x}

= L(x - L™'x3) (8)
where
aaz + farr + ki 0 0
L=10 Qaage + Paig + ko 0| and
0 0 aagz + Baiz + k3

aag1 X5 + Baixi + kix3

aazX; + farzx] + kaxs

aazzxs + Baizxi + ksx;

Eq. 8 is a linear time invariant system and is globally
asymptotically stable if eigenvalues of L < 0. Since L is a
diagonal matrix, it means that all the diagonal entries of L
should be less than 0.

We have, 0 < o, 8 < 1, by design and a;; < 0. This makes
sure that individual diagonal entries of L are less than
0, which means eigenvalues of L < 0, thus making g(x)
globally asymptotically stable [18].

Xi=



E. Robot dynamics and control

The dynamics of n degrees of freedom robot manipulator
in task space can be written as
M)k + C(x,x)x + g(x) +f. =1£, )
where x € R3x SO3 denotes the task space vector of position
and orientation. M(x) € R™*™ and C(x, %) € R™*" denote
the robot’s inertia, and centrifugal and Coriolis matrices.
g(x) € RS is the vector of gravity wrench. f. € RS represents
an external wrench applied by the robot, whereas f, € RS
is the control wrench of the robot. Now assuming that the
gravity wrench is already compensated and separating the
position from the orientation task, to track a desired task
space velocity x¢ while preserving passivity, the control force
and torque f., € R3 can be designed such that [19]

i

(10)

with ¢ = (p,0) which stand for position and orientation.
D;(x;) € R3*3 is a state-damping matrix, whose first eigen-
vector d;; is aligned with x¢ and the other are orthogonal.

For the hitting motion considered in this paper, we focus
essentially on the position component by generation )'(Z using
autonomous dynamical system (Xg = f(xp)) to be described
in section (III-C). Whereas for the orientation, the desired
angular velocity x¢ = w? is computed using quaternion error
between the current and the desired orientation (predefined).
Thus, we have

d

w®=k.(0q—q) xq* (1)

where q and q* denotes respectively the current end-
effector quaternion orientation and its conjugate. dq =
Slerp(q, q?,0.5) with q? the desired quaternion and Slerp
represents the spherical interpolation function. k is a positive
gain.

IV. EXPERIMENTS

A. Setup

The proposed method is evaluated with the scenario of a
robot hitting an object (a cardboard box) in a planar manner
on a table with unknown friction value. Fig. 3 shows the
setup consisting of a KUKA LBR IIWA7 which is a 7 DoF
robot, with a 26cm x 26cm x 23cm box, weighing 0.363kg.
The dynamical system mentioned in Sec. III generates motion
that passes through the center of mass of the object, which
is assumed to be at the geometrical center of the object,
considering uniform mass distribution. This allows for the
hit to not generate unwanted roational effects on the object,
so that it is able to slide on the surface. The motion of the
box is tracked and recorded through Optitrack motion capture
system with Prime 17W cameras with streaming frequency
250 Hz. Fig. 4 shows the difference between the commanded
speed of the end effector and the achieved speeds. The
achieved speed saturates around 1.1m/s.

B. Data Collection

We collect the data on how the object moves upon being hit
by the robot with a certain velocity and in a certain direction
using the Hitting DS, engineered to pass through the center
of mass of the known object. The data is collected using
a real KUKA iiwa 7 robot hitting an object, as shown in
Fig. 3. The commanded speed and commanded direction
are uniformly distributed in the space of [0,2.5]m/s and
[—0.4,0.4] radians. The data collected for learning of the
model are the commanded speed and direction, the end
effector velocity at the time of hitting the object, initial
position of the object and the final position of the object. The
collected data consists of 60 data points which are uniformly
spread around in the above mentioned space of direction and
speed.

C. Learning

* Modeling the mapping from end effector speed to the
final object position: A Gaussian Mixture Model is used to
model the entire dataset using Expectation - Maximisation.
Since, this leads to a local optimal solution, the modelling is
performed with different initialization to find the better fit.
Bayesian Information Criterion is used to select the optimal
number of Gaussians modelling the data. BIC calculates a
tradeoff between the likelihood of the model and number
of parameters used in the model. Fig. 5 shows one such
model for the data with 3 Gaussians. Through this we obtain
P(d, 0, vee).

Once, we have the model of the data, we predict the desired
hitting speed, given the initial and the final desired position of
the object using GMR, which calculates desired speed as ex-
pectation of conditional probability vy = E(P(v|d,8)). The
calculation of expected mean and the variance of prediction
has been previously shown in Section. VII-A and III.

The model has been implemented using the architecture in
[20].

V. RESULTS
A. Implementation

Table. I shows the desired final positions of the object,
relative to its initial position. Using this, we calculate the
distance and direction and predict the hitting speed. The
desired final position spans across the table as shown in Fig.
7. For each of the final desired positions, the experiment is
repeated 5 times.

TABLE I: Experimental Data

H No. [ Xrel [ ddes [ 0(rad) [ Vee(m/s) H
1 (0,0.5)T 0.5 0.0 0.817
2 (02,057 | 054 | -0.38 0.91
3 | (-0.1,0.6)T | 0.61 0.16 0.94
4 | (-0.1,0.)T | 0.71 0.14 0.98
5 | (=0.2,0.5T | 054 | 0.38 0.96

B. Fastest contact speed

Feasible Fastest impact-safe hitting is currently achieved
at 1.1m/s and is also shown in Fig. 4



(a) Approaching phase

(b) Hitting phase (c) Final position of the object

Fig. 3: Snapshots depicting three stages of the box hitting experiment. In (a) the robot is approaching the object. In (b)
the robot hits the object. We can see here that the impacting with a flat end effector leads to further uncertainty due to
differences in orientation of the box and the end-effector. In (c) we see the final position of the object being outside the

physical workspace of the robot
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Fig. 4: Collected data: for different end effector speeds and
direction of hit, we measure the displacement of the object.
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Fig. 5: GMM Model: Here we see the data modeled using
two gaussians in a GMM. Each gaussian is shown with three
iso-contour ellipsoids.

C. Error in prediction of Hitting Speed

While we select the number of gaussians in the model
using cross validation and BIC criteria, the RMSE in the
predicted speeds from the test data are calculated to have an
idea of the accuracy of the prediction. The average RMSE

for hitting speed prediction in the cross validation prediction
is 0.085m/s. The results of GMR are visualised in Fig. 6.

GMR
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Fig. 6: An example of speed prediction for the cross valida-
tion test data - ellipsoid in blue depicts one standard deviation
in the prediction value.

D. Position Accuracy and Repeatability

The experiment is repeated five times for each desired final
position of the object. The measure employed is the relative
RMSE error in the distance covered by the object. Fig. 7
shows in black, the desired final positions of the box and the
bounding rectangles show the achieved final positions of the
box, using the hitting speed estimates from the GMR model.
All locations are reached within the tolerance except for one
outlier for the desired position [—0.1;0.7]. Table II shows

TABLE II: Desired and achieved distances (in m)
[ [dacs [ & [ & [ & [ & [ & ]

1 0.5 049 | 054 | 053 | 0.52 | 0.54
2 0.54 | 047 | 0.66 | 0.53 | 0.63 | 0.69
3 0.61 | 0.63 | 0.66 | 0.69 | 0.68 | 0.69
4 0.71 | 0.97 | 0.71 | 0.71 | 0.67 | 0.74
5 0.54 | 048 | 0.50 | 0.64 | 0.61 | 0.46

the data comparing the achieved distances with the desired
distance. We test the model by RMSE and relative RMSE on
the distance covered by the object after being hit, which are
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Fig. 7: Precision with which the box reached the desired
target. In black, the desired final positions of the box. The
bounding rectangles show the achieved final positions of the
box, using the hitting speed estimates from learned model.

TABLE III: Accuracy of distance coverage (in m)

H No. [ dges(m) [ RMSE(m) [ rel RMSE (%) H

1 0.5 0.03 6.35
2 0.54 0.10 18.9
3 0.61 0.06 10.67
4 0.71 0.12 17.03
5 0.54 0.07 13.84

reported in table III. From Fig. 8, we see that there exists
the outlier we notice in Fig. 7. The outlier is attributed to
double hit from the end-effector due to a late joint orientation.
Including the outlier in the calculations, we have maximum
relative RMSE of 18.9%. We see more variance in reaching
the desired positions which have higher 6 values. This is
because the end effector hits the object on its edge which
leads to higher uncertainty due to rotational effects induced.

E. Directional Accuracy

Table IV shows the errors in the desired and the achieved
direction of hitting and Fig. 9 depicts the variance in the
directional accuracy for the hit. The hitting accuracy is lowest
in test cases 2 and 5, which correspond to the desired
positions of (0.2,0.5)T and (—0.2,0.5)T. This is because
of the end effector hitting the object on its edge that leads
to higher uncertainty. This can be overcome by either more
data collection or first aligning the object with the direction
of hitting so that the end effector hits the object as desired.

TABLE IV: Accuracy of direction of motion (in rad)

H No. l 0ges(rad) l RMSE(rad) l rel RMSE(%) H

1 1.57 0.077 4.87
2 1.19 0.21 17.3
3 1.74 0.05 291
4 1.71 0.03 1.74
5 1.95 0.18 8.86

Box plot for observed data
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Fig. 8: Box Plot for the Test data: Shows the variance for the
different desired positions for the object. Higher variance in
noted when high directionality of hit is required.

Box plot for directional accuracy
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Fig. 9: The directional accuracy is lower when the direction
of hit 6 is not near 1.57 rad. The further we move from 1.57
rad, the more the variance increases.

VI. DISCUSSION AND FUTURE WORK

In this paper, we proposed a DS based manipulation
scheme for hitting a known 3D object in a planar manner,
using data driven model for the object’s motion. Data driven
model has been chosen since modeling friction, drag, and
pressure distributions are a non trivial problem. Future work
involves learning motion models better with limited data
points, creating stable path planning dynamical systems that
are able to transfer momentum and generate accelerations,
hence aiding dynamic motions.
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VII. APPENDIX
A. Background Knowledge

Gaussian Mixture Regression forms an integral part of this paper, and hence is
described briefly in this section. Assume we have the joint probability distribution of
the data which consists of both input and output. The probability that a data-point
¢ = [O; I] (O being the output and I, input) belongs to a GMM is as follows:

K
P(Q) =D mkN(Cs ks Ti)

k=1

where 7y, are the prior probabilities of the gaussians of the GMM and N ({; ik, k)
are the Gaussian distributions composing the GMM. g and ¥ are the means and
covariance matrices of the k" gaussian and can be written as:

Wik Yk Zrok
= o =
H [Hoxc] =k [Eozk E()k]

Once, we have the GMM, we compute the distribution of the output variable O, given
the input variable I and Gaussian k

P(OlIv k) ~ N(ﬁ’m i:k)
where,
fik = por + ZOIkZ;kl (I = prr)
Sk = Zok — ZOIkZ;kIZIOk

Using the above equations, we can sum over all the gaussians to generate conditional
expectation of O, given I.

K K
A= hf,  B=3 KD
k=1 k=1
where,
N (L5 pk, B)
hy = Tk

S NI ey Zie)
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