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Abstract—PaintCopter is an autonomous unmanned aerial vehi-
cle (UAV) capable of spray painting on complex three-dimensional
(3D) surfaces. This letter aims to make PaintCopter more user-
friendly and to enable more intuitive human-robot interaction. We
propose a virtual reality interface that allows the user to immerse
in a virtual environment, navigate around the target surface, and
paint at desired locations using a virtual spray gun. A realistic paint
simulator provides a real-time previsualization of the painting ac-
tivity that can either be processed right away or stored to a disk for
later execution. An efficient optimization based planner uses this
information to plan the painting task and execute it. The proposed
planner maximizes the paint quality while respecting the spray noz-
zle constraints and platform dynamics. Our experiments show that
the interface allows the user to make precise modifications to the
target surface. Finally, we demonstrate the use of virtual reality
interface to define a painting mission, and then the PaintCopter
carrying out the mission to paint a desired multicolored pattern on
a 3D surface.

Index Terms—Virtual reality and interfaces, aerial systems:
applications, motion and path planning.

I. INTRODUCTION

AINTING is a key element of maintaining an artificial
P structure’s visual appeal. It needs to be precise and re-
peatable to maintain the original artistic value. Robotic painting
offers a low-cost solution for painting high-rise buildings and
structures by eliminating the need for scaffolding. Furthermore,
by automating the entire painting process, humans can avoid
working in hazardous environments.

PaintCopter [1] is an autonomous UAV that was designed to
be able to autonomously spray paint on complex 3D surfaces.
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Fig. 1. A user (a) in the virtual environment (b) can intuitively operate the
PaintCopter (c) while getting instant feedback of the painting activity (d).

In that work, a painting mission is defined by starting from a 2D
line drawing that is projected onto a target surface from a desired
viewpoint. Though this is a useful interface, it doesn’t provide
complete flexibility to the user in being able to accurately modify
the target surface. In the real-life scenario, a painter is used to
painting on the surface by freely waving a spray gun in order
to achieve the desired effect. So, the purpose of the proposed
interface is to enable the user to have similar capabilities in
controlling the UAV. Such an interface has the benefit of being
most intuitive to use, even for an inexperienced user.

For a multi-color texture on a 3D surface, the automatic gen-
eration of the painting mission is a complex task [2]. This letter
proposes an alternative and manually-guided approach in which
a human painter works naturally to paint a surface in a virtual
environment, and the human activity is converted to painting
commands.

Ideally, the chosen interface should meet the following crite-
ria: (a) Provide a close to real-life painting experience. (b) Be
able to capture valuable information such as hand motion, col-
ors used and the produced end result. (c) Provide valuable visual
feedback to the user regarding the painting activity.

Virtual Reality (VR) technology has made great progress inre-
cent years. Though traditionally the technology was mainly used

2377-3766 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

Authorized licensed use limited to: EPFL LAUSANNE. Downloaded on June 18,2024 at 19:59:19 UTC from IEEE Xplore. Restrictions apply.


https://orcid.org/0000-0001-9533-7930
https://orcid.org/0000-0002-2760-7983
https://orcid.org/0000-0003-0967-4039
mailto:avempati@ethz.ch
mailto:hkhurana@student.ethz.ch
mailto:vojta.kabelka@gmail.com
mailto:simoflu@student.ethz.ch
mailto:paulbeardsley5@gmail.com
mailto:rsiegwart@ethz.ch

VEMPATTI et al.: A VIRTUAL REALITY INTERFACE FOR AN AUTONOMOUS SPRAY PAINTING UAV

for gaming applications, it is being increasingly used for vari-
ous robotics applications. VR devices come with a head mounted
display (HMD) which allows the user to be fully immersed in a
virtual environment. In addition, a pair of hand controllers allow
the user to perform actions and manipulation tasks that can be
used to command robots in the real world. Moreover, most of
the commercial VR devices take advantage of powerful gaming
engines such as Unreal and Unity which allow users to develop
a wide range of realistic scenarios, intelligent characters and ob-
jects with realistic dynamics and kinematics [3]. Hence, a VR
interface is chosen as the interface to command PaintCopter.

This work describes the design choices and details regarding
various features of the proposed VR interface. The main contri-
butions of this work are:

® Design of an intuitive VR interface to enable high-level

control of an autonomous spray painting UAV.

¢ Development of a paint simulator that can generate realistic

renderings of the painting session.

e Formulation of an efficient optimization based planning

strategy to generate commands for the UAV.

In the remainder, Section IT highlights some related work, Sec-
tion III describes design of the VR interface and how the data
from the VR environment is processed, Section IV describes
the paint simulator which generates realistic pre-visualization
of the painting activity that serves as a valuable feedback to the
user and Section V describes the formulation of the optimiza-
tion based task planner that provides commands to the UAV.
Section VI provides experimental results and finally we con-
clude with some remarks in Section VII.

II. RELATED WORK

Human-robot interaction is a vast field with several ad-
vances made in the design of unique interfaces for many robots.
Depending on the robot and the application at hand, the inter-
faces and the level of human involvement can widely range.
In the context of this work, we are mainly interested in inter-
faces that only provide high-level inputs to autonomous robots.
Interfaces for human interaction with UAVs include [4] and [5]
where face detection along with hand gesture recognition is used
to command a UAV. Such methods, however, have a limited li-
brary of possible UAV actions and lack precise control of the
trajectory that is needed for an application such as painting 3D
surfaces.

Virtual and Augmented reality headsets allow for more im-
mersive interaction with robots. A study on user interfaces for
multi-robot scenario [6] shows that virtual reality improves situ-
ational awareness without increasing the workload of operators.
The authors in [7] use an augmented reality headset that allows
the user to provide paths to the UAV by drawing them on a 3D
model of the terrain. The live camera feed from the UAV is then
streamed back to the user as feedback. VR technology is used
to address several UAV applications, such as area coverage and
target following in [8], highlighting the endless possibilities for
such a technology in robotics.

Painting robots have traditionally been used in industrial
setting for surface coating [9], [10]. Robot manipulators are
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commonly used for such applications and are predominantly
used within the automotive industry. However, there is also a
line of research focusing on artistic painting. A visual feedback
guided mechanism to paint using acrylic colors is mentioned in
[11]. An optimization routine solves for appropriate color and
stroke placement on the canvas at each time instant. The authors
in [12] use a 6DOF manipulator to produce watercolor paintings
while giving the user control to occasionally adjust the parame-
ters such as brush type, dilution etc. during the process. A 7DOF
manipulator equipped with a pen is used in [13] to produce line
drawings on arbitrary surfaces using impedance control.

Using UAVs for painting is relatively new. UAVs have larger
workspace compared to industrial manipulators and can be a lot
more dynamic. A tethered platform can fly for longer duration
and cover larger areas, making them an ideal choice for paint-
ing related applications. In [14], an ink-soaked sponge attached
to a tethered UAV is used to paint stipples on a canvas to gen-
erate dotted paintings. Our previous work [1] describes a fully
autonomous UAV that is capable of painting a reference line
drawing on arbitrary 3D surfaces. This work aims to design an
immersive and interactive interface for a user to operate such a
UAV.

III. VR INTERFACE

In this section, the design of the VR interface and processing
of the data from the VR environment are described.

A. Interface Design

The device of choice is HTC Vive. It has an HMD, two base
stations and two hand controllers, namely navigation controller
and painting controller. The user is physically presentin areplica
of a painter’s cradle. The physical cradle is stationary at all time
and it defines the operation space for the user. The cradle design
is inspired from what one typically finds on cherry-pickers for
lifting painters to high and inaccessible areas.

The virtual environment is developed within Unreal game en-
gine. Even though the software was designed to work with HTC
Vive, the proposed system is not limited to work with a partic-
ular VR headset. Switching to an alternative VR system would
only require modifying the interface to Unreal game engine. The
virtual environment consists of a 3D scan model of the target sur-
face and a virtual cradle on which the user stands. The 3D scan
model can be obtained either by the UAV [15] or by a Leica Mul-
tistation. The virtual cradle is an exact model of the physical one
and can be operated with the navigation controller. The cradle
has an additional tracker that is used to initialize the pose of the
virtual cradle at the start, to make sure that the user always starts
by facing the 3D model. A view of the virtual environment and
the user in a cradle can be seen in Fig. 1.

The functionality of the virtual cradle is similar to the real-
life scenario where the user has to first navigate and reach the
target location to paint. Using the trackpad on the navigation
controller, the user can navigate anywhere in space and stand in
a desired orientation, thus having 4DOF control in positioning
the virtual cradle. The painting controller can be used in two dif-
ferent modes, painting mode or viewing mode. Painting mode
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is active when the trackpad is pressed. In this mode, the user
can paint on the virtual 3D surface using a virtual spray-gun.
Viewing mode is active when the user presses the trigger on the
controller. In this mode, the UAV can be commanded to inspect
the target surface with its onboard camera. This mode is useful
for the user to get feedback of the painting mission before any
further modifications to the target surface.

The VR data captures the user activity and it consists of VR
state messages (s) which are published at 90 Hz. Each state mes-
sage stores 6DOF virtual spray-gun pose (nozzle_pose), 4DOF
virtual cradle pose (cradle_pose) and paint-hit (paint_hit) loca-
tions. Each state message belongs to one of the three different
modes: idle, painting or viewing. The state messages are by de-
fault in idle mode. The state messages are in painting or viewing
mode if the painting controller is in painting or viewing mode
respectively. In idle mode the navigation controller’s pose is pub-
lished as cradle_pose at all times. In both viewing and painting
mode, the painting controller’s pose is used as nozzle_pose. Ad-
ditionally, in painting mode, paint_hit comprises of 3D location
along with a normal of the surface where the virtual spray-gun
is currently painting.

Visual feedback to the user is vital for improved situational
awareness. We modify the appearance of the rock surface in real-
time depending on the use-case below. This is accomplished by
projecting a color image onto the target surface in Unreal engine.
Visual feedback using a paint simulator - the paint simulator
is used to render the appearance of the rock model from a fixed
viewpoint. In addition, the user can see a ray emerging from
the virtual spray-gun’s nozzle to get an intuition for the paint
hit location. Visual feedback from a live painting mission -
the images arrive from the onboard camera on the UAV and
the estimated camera pose is used for obtaining the projection
matrix.

The VR interface can be used either in an offline session or
a live session. During the offline session, the VR data can be
stored to disk and processed for execution by the UAV at a later
point of time. In the live session, the user can command the UAV
instantly, as shown in Fig. 1c. Based on the visual feedback, the
user has the ability to make the needed adjustments.

B. Processing VR Data

In this section, we describe how the data from VR interface is
processed in order to plan a mission for the PaintCopter. VR data
is broken down into “segments” (S) and each segment is pro-
cessed sequentially to plan a “task”. Task planning (PlanTask(S,
mode)) involves processing a segment to generate waypoints for
the UAV and the Pan-Tilt Unit (PTU) that controls the spray-gun.
If the resulting path is not in collision with the obstacles, the task
is executed. More details regarding this can be found in [1]. De-
pending on whether the VR data is from an offline session or
from a live session, it’s segmented and processed in different
ways. In processing pre-recorded data, a segment consists of all
the states from the moment the trigger/trackpad is pressed till
the moment it’s released. In live session, VR state messages
are pushed to a queue (Q) as and when they arrive and are
processed ‘oldest-first’ to avoid skipping any messages. The
queue is broken into segments based on a threshold A,.,.
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During the live processing, it’s important that the user feels
like they are painting instantly without any latencies. However,
latencies usually occur due to time consumed in processing each
segment and also from the fact that the UAV is usually incapable
of painting at the speeds as that of a free waving hand. Having
large latencies can deteriorate the user experience. So, the live
processing is designed in a way such that the latencies are min-
imized and the user experience is least affected.

The latency is reduced by making the following choices: (a)
As the user is navigating around the target surface, whenever
the virtual cradle is farther than a threshold (Agecr) from the
UAV’s current position (r), the UAV is commanded to seek the
virtual cradle to avoid large latency in getting into start posi-
tion at the beginning of a viewing/painting activity. (b) When
the user is painting on the surface from a very large distance
(> Afqr), large sections of the surface can be painted in a short
time. Painting such a large pattern can take much longer time
than what is needed to paint it in the virtual environment. Also,
considering the fact that painting from a very large distance to
the target surface is unrealistic, we restrict the user from painting
on far away target locations. In addition, visual text feedback is
sent to the user to move closer to the rock (SendFeedback()). (c)
Since messages are processed in segments, the UAV doesn’t start
moving until the hand moves a certain distance. To avoid this,
an interrupt is generated when the trigger/trackpad is pressed
and the first VR state message is used to move the UAV from its
current position to this state. (d) If the user is painting at faster
speeds, a virtual UAV pops up in the user’s field-of-view, indi-
cating the current UAV position in the real-world. This acts as a
feedback that tells the user to paint slower if the UAV is not able
to catch up to the speed of the hand. (e) Once the trigger/trackpad
is released an interrupt is generated that stops any more incom-
ing VR state messages from entering the queue and the user is
notified to wait before painting again. Any new states are accu-
mulated only once the entire queue is empty. This ensures that
there is no buffer over-flow as time progresses. Though having
the user to wait is undesirable, usually this wait time is less than
a few tens of seconds.

Data processing during a live session can be summarized in
Algorithm 1, where, back(), pop_front() and push_back() are
vector operations for (a) accessing last entry, (b) extracting first
entry and (c) adding anew entry. In our experiments, we typically
use Ageer, = Imand Ay, = Im.

IV. PAINT SIMULATOR

To get a pre-visualization of the appearance of paint on the tar-
get surface, we developed a paint simulator. The need for such a
simulator is two-fold: (a) To provide instant feedback to the user
in VR environment during the live session and (b) to evaluate
the accuracy of the painting when the offline session data is pro-
cessed and the mission is executed inside the RotorS simulator
[16]. Paint simulator uses the nozzle dynamics, the nozzle prop-
erties (cone angle and flow rate) and the paint properties (scatter
and reflectance) to figure out how the target surface would look
like after spray painting. This is achieved, at real-time, by ac-
curately modeling the appearance of the surface (with a certain
background color) being sprayed by multiple layers of different
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Algorithm 1: Process VR states queue Q.

if Q.isEmpty() then PlanTask(S, S.back().mode); return;

s < Q.pop_front();

if s.mode == painting then

if ||s.paint_hit - r|| > Ay, then
SendFeedback(“Move closer to the rock”);

L S.clear(); dseq = 0; return;

dseq += ||s.paint_hit - S.back().paint_hit||;
S.push_back(s);
if doeg > Aseq then PlanTask(S, painting);
else if s.mode == viewing then
dseg += ||s.nozzle_pose - S.back().nozzle_pose||;
S.push_back(s);
if doeg > Ageq then PlanTask(S, viewing);
else
if ||s.cradle_pose - r|| > Agccr then
L PlanTask(s, viewing);

if s.isFirstState() then PlanTask(s, s.mode);

colors, with variable thickness of paint layers. Hence, in essence,
the paint simulator provides a substitute for real visual feedback.
Some features are absent from the current simulator, in particu-
lar, surface properties (absorption), paint runs and ability to vary
ambient lighting, but are envisaged for future work.

Nozzle dynamics dictate the position and orientation of the
nozzle at each time instant. In the live session the user’s hand
orientation in the VR environment, whereas, in offline session,
the nozzle on the virtual UAV in the RotorS simulator is used
as the nozzle orientation. While the visualization for the first
mode is instantly available and helps the user in getting a quick
preview of the painting commands, the visualization in second
mode is useful for evaluating the end-result of a painting mission
after the UAV executes the commands in the RotorS simulator,
thus providing an intuition for what to expect if the mission is
executed on the PaintCopter.

The paint flow from the nozzle has been modeled according
to the findings of [17]. The atomized flow through the nozzle is
found to be spraying out in a conical manner with the amount of
paint distributed in a Gaussian manner. The parameters for this
model, such as nozzle cone angle and the flow rate are found
empirically from experiments. The orientation of the nozzle and
its distance to the rock surface is used to keep track of the amount
of paint deposited on each triangle on the mesh representation of
the rock surface. A very well-established Kubelka-Munk (KM)
theory [18] is then used to model the appearance of rock sur-
face with layered painting involving multiple colors. Finally, an
image rendering of the rock surface is transferred to the VR en-
vironment so that the user can visualize the painted rockwork
and get a preview.

V. TASK PLANNING

Task Planning involves generating feasible waypoints for the
UAV and the reference joint angles for PTU. In our previous
work, we proposed a smoothing planner for generating smooth
trajectories for the UAV. While the UAV executes this trajectory,
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Fig. 2. For a chosen scenario, PTU reference angles, distance of nozzle from
the target spray location and deviation of nozzle’s location from the surface
normal, vs. time.

the PTU is controlled to spray at the reference points on the
target surface. In such an approach, the PTU is used mainly to
correct for the UAV’s disturbances from the planned trajectory
and hence the PTU is not used to its full potential. Moreover, the
smoothing results in the nozzle spraying further away from the
surface’s normal direction and it has been shown in the previous
work [1] that spraying away from the surface normal results in
lower quality in the end result.

In this work, we propose an optimization based planner, that
can produce better painting quality while respecting the spray
nozzle constraints and platform dynamics. To illustrate the
improvement over the smoothing planner, we choose an ideal
scenario where the UAV is perfectly following the planned
trajectory. For this chosen scenario, Fig. 2a shows reference
PTU angles, UAV’s heading and the nozzle’s deviation from the
surface normal direction over time. In the case of the smoothing
planner, since the UAV is always perfectly aligned towards the
target spray location, the reference joint angles for the PTU are
zero. Moreover, the deviation of the nozzle from the surface
normal direction is large (4.5 cm on average and up to 10 cm
at times). Alternatively, as seen in Fig. 2b, in the case of the
proposed planner, the PTU is utilized to a greater extent, which
results in minimal deviation of the nozzle from the surface
normal direction (0.4 cm on average and less than 2 cm at all
times) and thus producing better quality painting. Furthermore,
the reference UAV heading and PTU joint angles are smooth,
respecting the physical constraints of the UAV and the PTU.

A. Optimal Planner

Notation:  UAV  states are defined as Syuq =
[,y, 2,1, 01,05], where r = [x,y, 2] is the UAV’s position,
1) is its yaw and 61, 0, are the pan and tilt values of the PTU.
Nozzle states are defined as S,ozz1c = [Pa, Py, Dz, V1, 2, V),
where p = [py, py, p-] is the nozzle’s position, h is the nozzle’s
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Fig. 3. Optimal planner notation.

heading with ¢); € [0, 2) as its azimuthal angle and 12 € [0, 7]
as its polar angle (see Fig. 3).

To get an optimal path for painting, we start by determining
suitable states for the nozzle at each time instant. Each triangle
(with vertices t1, ts, t3, center t and normal n) in the mesh, that
is affected by the painting action, defines an initialization for a
nozzle state along with a set of constraints limiting the space
within which the nozzle states are sampled (see Fig. 3). Then, a
two-step optimization approach is used to sample better states
in successive iterations. In the first stage of optimization, the
states are defined as s = [ps, py, P2, 1, 2], and in this stage,
new states are sampled while avoiding big changes in nozzle’s
position and orientation. Then a second stage evaluates the de-
sired UAV orientation ¢) by minimizing changes in the UAV’s
position and heading. Optimization is terminated when the max-
imum iteration limit is reached. Finally, UAV states are obtained
from the nozzle states using inverse kinematics equations.

Initialization for each nozzle state is chosen as:

S?wzzle = [t + d*l’l, wl([fnya 7”%])7

cos™! (—n,), tan ! (—ny, —ng)]

ey

where, d* is the desired distance for a nozzle to be spraying from.
1(.) is defined such that it is in the range [0, 27).

A set of constraints are imposed on the nozzle states to ensure
that the nozzle is always spraying at the desired target location on
the surface. Constraints on the nozzle position p = [pg, py, p-]
ensure that the nozzle stays within a range [dpin, dmaz] from
the target location t and furthermore, the nozzle is spraying at
an incidence angle no greater than 6;,,.. These constraints are
similar to ones proposed in [19], and are formulated as follows:

(p - t)Tn dmin
—(p— t)'n| > | ~dmaz |, 7 € {1,2,3} )
(p—ti)"n, 0

where, n; are normals of separating hyperplanes that define the
state space respecting the maximum incidence angle constraint,
as shown in Fig. 3. Constraints on the nozzle heading [¢1, 1)2]
ensure that the nozzle is always spraying towards the target lo-
cation t = [t,,t,,t.]. Assuming a nozzle’s output is typically

IEEE ROBOTICS AND AUTOMATION LETTERS, VOL. 4, NO. 3, JULY 2019

characterized by a cone with an aperture angle 6, these con-
straints can be formulated as follows:
[cos 1 (522) £ 0/2] ift, > p,
V1 €
[27r —cos ! (“’Tpf) + 9/2] , otherwise (3)

o € [cos1 (752—61%) + 9/2]

where, 8 = ||t — p||.
The constraints can be further simplified as:

ti — pi

cos(1);) € [ cos(0/2) £ ai] 4
where, i € {1,2},t1 =ty ta =t,,p1 = Pz, P2 = . and o; =
sin(cos’l(%)) sin(6/2).

By using small angle assumption on changes in heading be-
tween successive iterations ; — wf’l, cos(1);) can be written
as cos(YF 1) — sin(F 1) (¢; — F1). As aresult, at each it-
eration k, the constraints in Eq. (4) can be linearized to give:

tzcosgﬂ/Q) i — oy < cos(g/Q)pi — sin(¥) )¢
b cos(6/2)
B B
where, i € {1,2}, v; = cos(yF 1) + ¢F L sin(yF 1) and, oy
and f3 are evaluated using p*~.

The optimization objective for evaluating the state s* at it-
eration k is to minimize the squared distance to preceding and
succeeding states s’;‘l, sk~1 along with the estimate of the state
from previous iteration, s*~1. As highlighted in [19], the intu-
ition behind this is to shorten the tour by minimizing the jumps
in position and orientation of the nozzle and also to limit the
improvement from the previous iteration. This small improve-
ment is essential to justify our small angle assumption made
in obtaining Eq. (5). In addition to these, we also minimize
the squared distance of the nozzle from the normal direction
[n x (p — t)||%. This cost term pushes the nozzle to spray from
a position closer to the normal direction of the target triangle.

The resulting convex optimization problem takes the shape
of a Quadratic Program (QP) with linear constraints and can be
formulated as follows:

min (s — s’;’l)TA(s - s];’l) + (s —sF"HTA(s — sk 1)

®)
=i+

+(s—s")TBs—s" ) +q"Cq

0 —n, ny
st. q=| n. 0 —ng|(p—1t),
—MNy Ny 0

constraints (2) & (5)

(6)
where, A = diag([ca, Ca, CasCp,p]), B = diag([ce, e, Ce, ey
¢]),C = diag([ca, ca, cq]) and diag(u) is a diagonal matrix
with elements in u along the diagonal. ¢, ¢, c., cq are tuning
parameters. We use qpOASES [20] to solve the above QP.
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(a) Uniform (b) Gradient preserving

Fig. 4. Different time-allocation policies for path planning result in different
appearances.

The second stage optimization solves for the heading of the
UAV ¢ by minimizing its difference to previous and successive
state’s heading 1,,, s along with the UAV’s squared distance
to previous and successive position r,,, r,. This is achieved by
minimizing the cost function:

min (6 = 5 /dy (6 = 6E o+ o+ cod?

st dy=|r—ri P dy = |r =7, @

isNotInCollision(r, )

where, isNotInCollision(r,) checks if the UAV with posi-
tion r and heading ¢ is in collision with the target surface. c. is
a tuning weight parameter. A brute-force search is used to solve
for the UAV heading v by searching at fixed increments in the
range [0, 27). Given the optimal states s from the first stage opti-
mization, the position of the UAV r is evaluated for each 1) using
inverse kinematics equations. In practice, more than one previ-
ous and successive states are used to evaluate the cost function
described in Eq. (7). This is found to generate much smoother
trajectories.

The output of the above optimization routine is a set of way-
points defined by s,4,. These waypoints are connected with
minimum-snap polynomial trajectories (segments). These tra-
jectory segments are of fixed time and are defined by indepen-
dent polynomials for each of the flat-output variables [z, y, 2, ¢].
The polynomials are evaluated using the unconstrained QP so-
lution provided in [21]. We use two different time-allocation
policies for evaluating segment times: Uniform and Gradient
preserving. Uniform: The user defines a fixed painting speed for
each individual segment, to get uniform paint density along the
pattern. Gradient preserving: The segment times are evaluated
as per the user’s painting speed in the VR environment, thus pre-
serving the gradients in the end result. Fig. 4 illustrates the end
result when employing the two different time allocation poli-
cies for a single given dataset where the user paints multi-color
strokes at an increasing speed to obtain a gradient. In the rare
cases where the user paints at speeds not feasible for the UAV,
the time per each segment is scaled up and the nozzle flow rate
is scaled down by the same factor so that the desired gradient
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(d) End result

Fig. 5. Accuracy test: spraying water on a specific contour.

effect is obtained while keeping the trajectory feasible. How-
ever, this has only been tested in simulation since our nozzle
doesn’t support adaptive control of the flow-rate.

VI. EXPERIMENTAL RESULTS

In this section, experimental results are provided for paintings
of various colors on a rock surface of approximately 4.6 m x
2.2 m at a height of 2.6 m above ground (Fig. 5a). Experiments
to evaluate the interface and validate the paint simulator are pro-
vided below. Finally, some qualitative results of a long painting
activity are shown at various stages, both in simulation and in
real-world.

A. Interface Accuracy

To test the accuracy of the VR interface, we simulated a main-
tenance task of spraying mildewcide to treat mold growth on a
rock surface. The mold is simulated by applying hydrochromic
paint along a contour on the rock surface, as seen in Fig. 5a.
On contact with water, hydrochromic paint turns transparent,
revealing the texture beneath. So, by spraying water on the
contour, we simulated the scenario of spraying mildewcide.
In such a setup, the accuracy of the system can be visually
evaluated.

Within the virtual environment, the user is able to identify and
spray along the chosen contour, as seen in Fig. 5b. A painting
mission is then planned and executed by the UAV to spray water
along the chosen contour, as seen in Fig. 5c. This experiment
demonstrates that a user in the virtual environment can clearly
identify visual features on the target surface and paint accurately
along the desired contour. The end result (Fig. 5d) shows no trace
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of the hydrochromic paint, which emphasizes the accuracy of the
painting.

B. Interface Latency

During a live VR session, the VR states are processed in seg-
ments, as mentioned in Section III-B. In such a scenario, the
user observes latency between the paint-hit location of the vir-
tual spray gun and the UAV’s nozzle. For a chosen scenario,
where the user was spraying a 7.75 m long area-fill pattern at an
average speed of 8 cm/s, we show in Fig. 6 the latency metrics
as a function of time. The latency in time (LT) is defined as the
difference between the timestamps of the current incoming VR
state and the first VR state of the segment currently being pro-
cessed. This latency depends on the speed at which the user is
painting and also the threshold A.,. In addition to the above
factors, the time needed for task planning plus the time needed to
execute the segment results in the UAV falling behind the user’s
hand. The latency in distance (LD) is defined as the distance by
which UAV’s nozzle is lagging behind the virtual nozzle along
the pattern.

In Fig. 6a, A, is chosen as 1 m, resulting in 8 segments
in total. The average processing time for planning a task is 356
ms per segment and the UAV is commanded to paint at the
speed of 8 cm/s. In this configuration, LT is between 10-15 sec
and LD is between 1-1.5 m. Alternatively, in Fig. 6b, A, is
chosen as 0.5 m, resulting in 16 segments in total. The average
processing time for planning a task is 189 ms per segment and
the UAV is commanded to paint at the speed of 15 cm/s. In
this configuration, LT is between 5-8 sec and LD is between
0.3-0.9 m.

C. Task Planner Comparison

In Section V, with an example scenario, we showed that the
optimal planner exploits the full potential of the PTU to generate
better quality end result. Fig. 7 shows the PTU angles from a
real experiment and it can be clearly noted that in the case of
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Fig. 8. Paint simulator validation experiment. (a) Non-fluorescent paper with
layered paint of increasing thickness (right-to-left) (b) Measurements follow
theoretical model.

the smoothing planner, the PTU is merely used for correcting
for deviations from the planned path whereas, in the case of the
optimal planner it’s used to a greater extent.

D. Paint Simulator Validation

This section describes the experiments performed to validate
the models and assumptions made in the design of the paint sim-
ulator (Section IV). For this, we use a laser printer to print layers
of colors on a non-fluorescent sheet of paper. Non-fluorescence
is required as we do not want the reflected light to affect the
color measurements. Fig. 8a shows the printed specimen for
a sample yellow color. From right to left, there are 1, 2, 4, 8
and 16 layers of the same color. The increase in the number of
layers printed increases the thickness of the color and tends to
saturate as the thickness tends to increase to infinity. A picture
of the non-fluorescent paper is captured so that we can elimi-
nate the uneven illumination mathematically in the calculation
of reflectance. Fig. 8b shows theoretical plots as compared with
experimental data, and we see that the trend of the reflectance
values obtained from the KM model is similar to those obtained
by measuring through a camera.

E. Qualitative Results

In this section, we provide some qualitative results of the
user’s painting activities involving area-fill and line drawings
with multiple colors. The data from the VR environment is pro-
cessed by the task planner to generate painting missions for
each individual activity. Renderings of the surface as generated
by the paint simulator and the images captured from the real-
world are compared at various stages in Fig. 9, showing the
close resemblance between the simulation and reality. But, de-
spite using human operator’s commands to execute a painting,
there are several differences in the painting process and the end
result achieved by the UAV in comparison to the human: (a)
We found that the UAV is significantly faster than a human in
painting large areas. This arises from the fact that the user has to
navigate using the cradle for accessing areas beyond the hand’s
reach, whereas, the UAV can perform the painting in one con-
tinuous motion. (b) An expert human is very good at choosing
the painting parameters that minimize undesired effects such as
paint run. Our UAV at the moment doesn’t model these while
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(b) Real-world painting

Fig. 9.

planning its path and hence is incapable of tuning the necessary
parameters in the flight.

VII. CONCLUSION

In this letter, we presented a virtual reality interface for a
spray painting UAV. The proposed interface is immersive and
allows even an inexperienced user to command the autonomous
UAV. As a part of this work, we developed a paint simulator
that allows for quick pre-visualization of the user’s painting ac-
tivity. Furthermore, we proposed an optimization based planner
for generating higher quality paintings compared to our earlier
work. Our experimental results show that the interface is accu-
rate enough to have precise control over the painting activity
and has low latencies. However, we occasionally notice unde-
sired effects such as paint run. In the future, we envision being
able to tune painting parameters in the flight so as to avoid such
artifacts.
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